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ABSTRACT
Recommender systems must find items that match the het-
erogeneous preferences of its users. Customizable recom-
menders allow users to directly manipulate the system’s al-
gorithm in order to help it match those preferences. However,
customizing may demand a certain degree of skill and new
users particularly may struggle to effectively customize the
system. In user studies of two different systems, I show that
there is considerable heterogeneity in the way that new users
will try to customize a recommender, even within groups
of users with similar underlying preferences. Furthermore,
I show that this heterogeneity persists beyond the first few
interactions with the recommender. System designs should
consider this heterogeneity so that new users can both receive
good recommendations in their early interactions as well as
learn how to effectively customize the system for their pref-
erences.
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INTRODUCTION
Recommender systems have the challenge of matching items
in their catalog, such as movies or consumer products, to
users who have heterogeneous preferences for those items.
An item suitable for one user will likely be unsuitable for an-
other. One way recommender systems can deal with this het-
erogeneity in user preferences is to give users a high degree of
control over the recommender’s algorithm, allowing them to
work collaboratively with the system to find items that match
their preferences. This approach to designing interactive sys-
tems is known as customization [1], and considerable recent
HCI research has explored ways to build customizable rec-
ommenders [10, 2, 11, 14].

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from Permissions@acm.org.
CHI’16, May 07 - 12, 2016, San Jose, CA, USA
Copyright is held by the owner/author(s). Publication rights licensed to ACM.
ACM 978-1-4503-3362-7/16/05?15.00
DOI : http : //dx.doi.org/10.1145/2858036.2858513

While the goal of customization is to help the recommender
accurately find items that match preferences that vary from
user to user, it may simultaneously create a new form of het-
erogeneity among users regarding the way that they choose
to configure the system. Users can arrive at a system bring-
ing wide variability in their experience using intelligent sys-
tems, their mental models of how they work, their expecta-
tions about how the system will be helpful, and knowledge
about the decision or items they are seeking recommendations
about. Systems that use complex logic but lack transparency
about how that logic works [9] may further complicate things
for users in trying to figure out how to make the system give
them what they want.

Consider two users of a movie recommender for whom the
movie Sleepless in Seattle would in actuality be a very good
recommendation (i.e. users with homogenous preferences).
One user may have a mental model of the system that says
the system heavily relies on the cast of a movie, and another
may have a mental model or expectation that the genre is
the major determinant of recommendations. One user would
likely then configure the system to focus on movies with Tom
Hanks, while the other would try to filter for Romantic Come-
dies. Sleepless in Seattle would likely appear in lists for both
configurations, but the set of recommendations could be very
different for each user and this could impact whether the user
eventually chooses to watch Sleepless in Seattle or some other
movie that would be less preferred.

This variability in users’ characteristics related to interaction
with a recommender creates added heterogeneity that must
be accounted for by a recommender system. I present data
from user studies of two different customizable recommender
systems to show that even when different users have similar
preferences – meaning the system should in theory provide
them with similar recommendations – they are likely to con-
figure the system in widely different ways. The accuracy of
customizable recommenders may suffer due to noise in its
user profiles that comes from the process of interacting with
the recommender, and not just in the overall heterogeneity in
users’ preferences.

BACKGROUND
In order to provide good recommendations to users, recom-
mender systems must elicit information about users’ prefer-
ences. A common approach to this is collaborative filtering



in which users give explicit ratings for items (such as star
ratings for movies), and then suggest items that are highly
rated among other users who have given similar ratings [17].
Content-based recommenders suggest items that have similar
content or attributes to items that users have highly rated [3].

Recent work in recommender systems has explored different
ways to afford users control over how the system produces its
recommendations beyond providing ratings for items, such as
controlling the influence of some portions of a social network
on the recommendations [7, 19], enabling users to sort or fil-
ter items based on attributes [8, 10], allowing users to give
weight to specific attributes of items [2, 13], or providing an
interface to critique recommendations [5]. A large body of
research has demonstrated that giving users control over rec-
ommender systems improves the user experience [12, 10, 2,
11, 6, 7, 4], although it may also create some decision-making
biases [16].

One issue with customization is that it is generally more pre-
ferred among expert users than novices or users with little
domain knowledge relating to the decision being made [18,
8]. This creates a difficult paradox for the system in that 1)
new users are the ones that the system needs the most input
from in order to be effective (i.e. the “cold start” problem
[15]) and 2) new users may never become effective at cus-
tomizing the system to accurately provide recommendations
if they do not get practice at using the system. However, if
a system does afford customization to new users, those users
may be ill-equipped to effectively express their preferences
in their early interactions, which could lead the system to cre-
ate inaccurate profiles of these new users that hurt the quality
of recommendations it provides. If users with similar prefer-
ences (i.e. users who should be receiving similar recommen-
dations) provide widely varying input to the system, it would
add considerable noise that could inhibit its overall effective-
ness.

To study this issue of heterogeneity in configuration, I
sidestep the nuisance factor of heterogeneity in preferences
for items by assigning those preferences to users, so that the
sample of users in these studies form a homogenous group of
users who all have identical preferences for the items being
recommended. This feature of the study design allows us to
see how much variability in the behavior of new users can
be attributed to their inexperience with the system and not to
the natural underlying heterogeneity in their preferences. In
other words, this design examines how much variation there
is among groups of users that would form “neighborhoods”
of users if preference information could be perfectly elicited
and measured. I show that even within a group of homoge-
nous users, there is considerable variation in how they will
customize a recommender, and that this variation does not
quickly reduce as these users become more experienced.

TRAVEL AGENT STUDY
I created an interface to a prototype recommender system
called Travel Agent for recommending travel destinations
that distinguished important attributes of a destination and al-
lowed users to specify their preference along a continuous
scale for these attributes by adjusting a slider (see Figure 1).

Figure 1. Travel Agent interface.

Rather than seeking a recommendation for themselves, sub-
jects were trying to get recommendations for a fictional user
persona. The persona was a 51 year old financial analyst from
Chicago with 3 children looking to plan a vacation in Octo-
ber. The persona described details of his personality, hobbies,
travel experience, and budget.

I recruited 375 subjects from Amazon Mechanical Turk to
participate in this evaluation of Travel Agent. These subjects
read instructions for the study and the details of the persona,
and were required to pass a quiz on this information prior to
using Travel Agent. After passing this quiz, they proceeded to
use Travel Agent and generate recommendations, after which
they answered survey questions about the recommendations.

Results
Despite the fact that all users were trying to produce recom-
mendations for the same person, there was remarkable vari-
ability in the way users configured Travel Agent. Figure 2
shows the distribution of configuration for each option across
the different users. A value of 100 corresponds with mov-
ing the slider for that option all the way to the right. For all
options, the distribution spans the majority of the scale with
relatively normal distributions, although the large spikes at
the far-left setting are noteworthy. It should be noted that by
default the sliders were pre-set to the mid-point of the scale.
For each feature, users set the sliders at levels across the en-
tire scale, although there were relatively normal distributions
around a mean level for each feature.

To analyze this variance further, I conducted a k-means clus-
ter analysis on the matrix of users by configuration options.
Subjects were clustered together based on the similarity of
all seven of their configuration choices. I determined that
the within-cluster variance continually dropped until 20 clus-
ters were formed, suggesting that there are about 20 dis-
tinct patterns of configuration among the 375 subjects. Fig-
ure 3 shows how each of these clusters configured the system.
These clusters represent unique combinations of settings of
the seven options.
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Figure 2. Distribution of configurations for each option in Travel Agent. A value of 100 corresponds to moving the slider all the way to the right.
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Figure 3. Variation in the way different clusters of subjects configured
Travel Agent, even though all subjects were configuring for the same
persona. Each column is a a single cluster.

EXERCISE RECOMMENDER STUDY
A limitation of the Travel Agent study is that the heterogene-
ity in the way that users customized the system may simply
represent variability in the way people interpreted the per-
sona’s preferences. To address that limitation, I conducted a
second study using a system called Exercise Recommender
for recommending exercise activities (Figure 4) that specified
preferences more specifically and gave greater incentive for
users to customize the system for those preferences. I drew
on experimental economics research to develop a decision
task in which users are assigned preferences for attributes
of an item by giving them a “payoff” for choosing an item
(an exercise activity in this case) that has a given attribute.
Subjects were shown five attributes of exercises they prefer
(e.g. a cardio exercise, a group activity, a convenient activity
etc.) and if their selected activity matched those attributes (as
determined by an external panel of judges) they received an
additional payment beyond their baseline compensation for
participation in the study. This method has been shown to
effectively induce preferences [20] in experiments by giving
them an incentive to make decisions that fit their assigned
preferences rather than their own personal preferences. By
assigning concise preferences and incentivizing subjects to
match those preferences, I was able to again replicate a group
of homogenous users within a sample of recruited subjects.

113 subjects recruited from Amazon Mechanical Turk partic-
ipated in the study. Subjects customized the system in two

Figure 4. Exercise Recommender interface.
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Figure 5. Similarity network of configurations for a single profile. Clus-
ters represent groups who used similar configurations of the system.

ways. First, they indicated through a 5-point slider their pref-
erence on three dimensions of an exercise (Workout Inten-
sity, Social Recreation, and Muscle Group). Then, they could
prioritize these dimensions by moving their input block up
and down, such that the system would place greater emphasis
on matching the dimension at the top of the list. The Exer-
cise Recommender returned 5 recommended activities using
a recommender formula suggested in [14]. After choosing an
activity, they were shown their payoff for that choice and then
redirected back to the Exercise Recommender to complete the
task again using a new preference profile that gave different
payoffs for different attributes. Each subject completed this
task ten times so that their learning over repeated use of the
system could be assessed.
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Figure 6. Similarity within cohorts using the same profile in the same
round number. There is no trend for any aspect of the distributions, sug-
gesting that subjects did not converge over time to more similar choices
in customizing the Exercise Recommender.

Results
Figure 5 illustrates the variety of different ways that people
tried to configure the Exercise Recommender for just one of
the profiles. I calculated the similarity between each subject’s
configuration when using the system for a particular profile
and every other subject when using that same profile as the
cosine similarity between the six configuration values (Mus-
cle Group setting, Muscle Group priority, Social Recreation
setting, etc. ...) of each subject.

As in the Travel Agent study, there was again significant
variability in the ways that people customized the Exercise
Recommender even when trying to get recommendations to
match an identical set of preferences. In the profile repres-
nted in Figure 5, there is a single dominant cluster and three
smaller clusters, as well as a non-trivial number of unclus-
tered configurations. The dominant cluster for this profile
in fact accounts for only 28% of the pool, leaving 72% of
customization choices spread out among many different ap-
proaches. Across the 10 profiles, there were between two and
four clear profiles for each cluster, with the largest cluster
never accounting for more than 50% of users. This variability
is further evidence that a customizable algorithm presents a
difficult usability challenge to users who must figure out how
to express their preferences and control the recommender, but
may have widely varying mental models or intuitions about
how to do that successfully.

I wanted to see whether this variability was stronger in the
earlier rounds of the study than in later rounds to see whether
users would begin to homogenize in their configurations after
gaining some experience with the system and feedback about
decisions. I divided the dataset into cohorts of subjects who
used the same preference profile in the same round number.
Since the preference profiles were randomly ordered for each
subject, this resulted in 100 cohorts of 9 to 13 subjects. I cal-
culated the full cosine similarity matrix within each cohort,
and extracted the quartiles of each matrix. I found that over
time, there was no trend of configurations becoming more or

less similar to each other among people with the same pref-
erence profile. Figure 6 illustrates the pattern of change over
time in the quartiles of cohorts’ distributions, and regression
analyses suggested that there was no meaningful trend to-
wards either greater or lesser similarity over time.

DISCUSSION
Customizable recommender systems provide an alternative to
more traditional ratings-based approaches such as collabora-
tive filtering or content-based recommenders in eliciting pref-
erence information from users. Customizable recommenders
provide an interface for users to interact more directly with
the system’s algorithm or recommender logic. While this can
have an advantage of providing a positive user experience [4],
it may not be an effective way to elicit reliable information
about preferences, particularly from novice users of a sys-
tem. Customizing an algorithm directly may be somewhat of
a skill that requires training, experience, and knowledge to
perfect. This heterogeneity may also be a significant source
of noise for customizable systems, since users who want the
same thing won’t necessarily do the same thing within the
system.

These findings suggest that customizable algorithms actually
require less flexibility than what is apparent in user interfaces
to those algorithms. Users should be given multiple paths to
reach the same destination, meaning that there should be sev-
eral different ways to configure a system within the UI that
effectively result in the same recommendations. In the Exer-
cise Recommender, an ideal design would have given about
three different paths that would have led to similar recom-
mendations, since there were typically about 3 distinct clus-
ters of strategies for configuring the system. Additionally,
these results suggest that customizable recommender systems
need to explore feedback mechanisms to help users perceive
what effect they have on a recommender algorithm. This will
help users adapt their mental models and their configuration
choices to better fit the algorithm.

A limitation of this study is that it merely quantifies the de-
gree of heterogeneity that designers might expect, but does
not provide specific information about the different mental
models users have of an algorithm. As these mental models
may be highly specific to particular systems or decision con-
texts, a critical part of a good user-centered design process
will involve user research to determine all the specific mental
models or customization strategies that users will take, and
building affordances into the customization process that fit
the varying mental models.
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