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ABSTRACT
Many Decision Support Systems (DSS) afford customization
of inputs or algorithms before generating recommendations
to a decision maker. This paper describes an experiment in
which users make decisions assisted by recommendations of
a DSS in a fantasy baseball game. This experiment shows
that the act of customizing a DSS can lead to biased decision
making. I show that users who believe they have customized
a DSS’s recommendation algorithm are more likely to fol-
low the recommendations regardless of their accuracy. I also
show that this customization bias is the result of using a DSS
to seek confirmatory information in a recommendation.

Author Keywords
Decision Support Systems; Fantasy Sports

ACM Classification Keywords
H.1.2 User/Machine Systems: Human Factors

General Terms
Human Factors

Designers of computerized Decision Support Systems (DSS)
face a difficult problem. As socio-technical systems, DSS
use artificial intelligence (AI), statistical models, and related
technologies to help people make decisions such as diagnos-
ing a medical condition or choosing stocks. Frequently, DSS
do this by providing specific recommendations about a deci-
sion. However, since the human users of a DSS are prone to
decision-making errors or biases, it is possible that at a cer-
tain point, efforts to perfect the quality of recommendations
made by a DSS will be met with diminishing returns in terms
of the quality of decisions made by its users.

How do these recommendations affect the decisions of DSS
users? When are recommendations likely to improve decision
making, and can recommendations potentially lead DSS users
to make worse decisions than they otherwise would have?

One strategy for improving DSS is to allow users to cus-
tomize various aspects of the system and have influence on
the recommendations that are generated. For example, in the
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clinical DSS DxPlain [1], which helps doctors perform diag-
nosis, the user can select information from a patient’s medical
profile, including current symptoms and general information
such as age, and generate a list of possible diagnoses. The
user can also select some information to receive special fo-
cus, which affects how the system generates the list. This
strategy of customization allows users to integrate their own
knowledge or expertise into the recommendations.

Customization is a design feature found not only in DSS but
in many types of human-machine systems. In this paper, I
make a theoretical contribution to understanding the effect
that customization has on user decision making in an HCI
context. I also offer a practical contribution to DSS design
and policy. I show that customization can create a decision-
making bias for users. This bias can lead users to erroneously
follow bad recommendations generated by an algorithm, al-
though it can also make users better recognize good recom-
mendations.

BACKGROUND
Many DSS are a class of recommender system that use ar-
tificial intelligence or statistical models to process informa-
tion relevant to a decision. Herlocker et al. [11] have argued
that recommender systems suffer from some usability issues
because user criteria for evaluating the quality and utility of
recommendations are often different from technical criteria
for evaluation. Many recommender systems offer recommen-
dations about which decision to make among horizontally
differentiated alternatives such as which movie to watch or
which product to buy. DSS typically make recommendations
about vertically differentiated decisions in which the result of
the decision can be somewhat objectively evaluated (e.g. did
the patient’s condition improve or did the investment make
money?). Thus, providing good recommendations is only
half the battle for DSS designers. DSS need to not only pro-
vide good recommendations but also be sure that users know
how to recognize and follow good recommendations, as well
as help them recognize and ignore poor recommendations.

Some research has addressed this by looking at the role
of transparency in presenting recommendations to users.
Ehrlich et al. [9] for example studied the impact of provid-
ing explanations about how recommendations are generated
to DSS users, finding that these explanations can have both
positive and negative effects on decision making.

A related usability issue is automation bias or complacency.
Users may make poor decisions in response to automated de-
cision aids or recommendations because their trust and re-



liance on the decision aid is not well calibrated with its actual
reliability or users are not vigilant in evaluating the quality of
automated recommendations or alerts. This can result in DSS
users erroneously following a poor recommendation, or fail-
ing to take some necessary action because it has not been rec-
ommended by the DSS. Automation bias has been observed
in studies about DSS in aviation, [20], luggage screening
[16], and mammography [3] among other settings. Despite
widespread adoption of DSS in clinical settings, the effec-
tiveness of DSS at improving patient outcomes and clinical
decision making is still not yet clearly demonstrated [5, 4].
Coiera et al. [5] point to usability issues such as automation
bias as a likely reason that DSS have had only minimal impact
in medicine.

One important design issue which has received less atten-
tion regarding DSS is the role of the user in generating high-
quality recommendations tailored to the specific decision. In-
teractive media have been shown to provide users with a sense
of agency or control over the media or technology [6]. Many
technologies are configurable or customizable so that users
can tune them to provide the experience they desire. Sun-
dar [21] argues that customizable media give users a sense
of ”self-as-source” in which they feel they part of the media
they consume. This feeling of ”self-as-source” leads users to
prefer interactive and customizable technologies [22]. This
preference can be extended to recommender systems as well.
Hijikata et al. [12] found that users preferred music recom-
mendations in a prototype recommender system when they
had customized the system prior to receiving recommenda-
tions.

The existing research suggests that DSS users would prefer
systems that allow for customization. However, it is not clear
that this would lead to better decision making in the types of
situations for which DSS are commonly used with vertically
differentiated options to choose from. In fact several theories
in psychology would seemingly make predictions that cus-
tomization could lead users to biased decision making.

The illusion of control [14] is a phenomenon whereby people
overestimate their probability of success in chance situations
when there is some kind of choice or perceived element of
skill, such as the ability to choose any card from a deck in-
stead of being forced to take the top card. One study [8] ex-
amined the illusion of control in a spreadsheet-based DSS for
financial decisions. DSS users who engaged in a ’what-if’
strategy for using the spreadsheet, where they made adjust-
ments to inputs and formulas in the system when using the
DSS to predict outcomes, reported much more confidence in
the quality of their decisions in a simulated investment task
than those who used a more static and unconfigurable ver-
sion. This confidence was not warranted, as performance on
the task was equivalent for users of both systems.

A second theory that would predict bias induced by cus-
tomization is the Forer effect [10]. Forer showed that the act
of providing personally relevant information to an ”expert”,
such as a psychologist or even a psychic, makes people more
inclined to believe that expert. Customizing DSS frequently
requires the user providing some information to be processed.

This action could therefore conceivably cause users to over-
estimate the accuracy of the recommendations by eliciting the
Forer effect.

A third theory that would make a similar prediction is the
IKEA effect [19]. Norton et al. observed in experiments that
when people put forth effort in creating a product, such as
assembling a piece of furniture, those people were willing to
pay more for that product than for an identical item that some-
one else had assembled. As customization of a DSS requires
effort, it may be that this effort creates an investment in the
recommendations that leads people to follow them with less
criticism of quality, possibly as an example of the sunk cost
fallacy.

Each of these three theories makes the general prediction that
when customizing a DSS, users will be more likely to fol-
low DSS recommendations than is warranted by the quality
of recommendations. This is a critical issue that DSS de-
signers must consider when choosing whether to implement
customizable DSS.

Hypotheses
Below I describe an experiment that tests the relationship be-
tween user customization of a DSS and compliance with the
recommendations provided by a DSS. In this experiment I ex-
amine whether DSS users will be more likely to follow rec-
ommendations when they believe they have customized the
algorithm that produces the recommendations. I predict that
based on theory, users will be more likely to follow recom-
mendations or follow them more closely when they believe
they have customized the DSS, and that they will especially
rely on the DSS recommendation when the decision at hand
is difficult. I also predict that customizing a DSS will harm
decision-making quality by its users, even though they will
be more confident in the quality of their decisions as a result
of having input on the recommendations. These predictions
collectively argue that customization biases decision making
by DSS users. In this study, I also test some theoretical ex-
planations for this customization bias such as the illusion of
control, the Forer effect, and the IKEA effect.

METHODS
To explore the role of customization in decision making with
DSS, I created an experiment where DSS users were given
recommendations purportedly generated by a complex algo-
rithm. Some users had the chance to customize the DSS to
influence its recommendations, but in reality the customiza-
tion had no effect on the recommendations. This design tests
whether the act of customizing a DSS influences decisions
even without affecting recommendations.

Subjects used this psuedo-DSS to inform decisions in a fan-
tasy baseball prediction game in which they tried to predict
the winners and scores of Major League Baseball games.
This task has several important characteristics that make it
useful for studying DSS-aided decision making. First, it is
a task with a low threshold for expertise, since many peo-
ple in the general population follow baseball and play similar
games and can therefore be recruited for participation. An-
other advantage is that it is a decision that involves both a



discrete component (choosing which team will win) and a
continuous component (deciding how many runs each team
will score). Much existing work on DSS and automation bias
has focused only on discrete decisions, even though DSS are
commonly used for both discrete and continuous decisions..
Also, most existing work on automation bias has involved
tasks that are difficult only because of time or multitasking
pressures and not because of a lack of available pertinent in-
formation. Many decisions in medicine or finance are ana-
lytic in nature, meaning they are difficult because there is a
lack of pertinent information. The fantasy baseball task of-
fers a similar analytic decision situation.

Subjects were recruited from Amazon Mechanical Turk to
play this game as part of a study to ”help improve an algorith-
mic tool for aiding decisions in fantasy baseball.” In order to
complete the experiment, subjects had to first take a timed test
on the basic rules and statistics of baseball. Only users who
demonstrated basic knowledge of baseball rules and statis-
tics were eligible to complete the experiment, and less than
half of the Turkers who took this test were successful. This
basic knowledge was equivalent to the minimum knowledge
required to play fantasy baseball. Subjects were paid $3 for
participation. Subjects were also promised an additional pay-
ment that would depend on their performance in the game,
and were told that the average expected payment would be
$2. Subjects took an average of 15.7 minutes to complete the
experiment.

The final data set included 99 subjects who played a total of
1,188 rounds of the game. The subject pool was 76% male
with an average age of 30 years old.

Game Play
Subjects played 12 rounds of the fantasy baseball prediction
game. In this game, all subjects were shown extensive statis-
tics about two teams and asked to make a prediction about
the score of the game between the two teams. To ensure that
only the available statistical information was used to inform
decisions, the names of the teams were not revealed to sub-
jects. Additionally, the games subjects were predicting were
games that had already been played. Subjects were told that
even though the games were past games, all statistics and al-
gorithms in the study treated the games as if they were in the
future.

I selected games for the experiment from the 2011 and 2012
Major League Baseball seasons using several criteria. I fit an
existing statistical model [24] for assessing the probability of
a home victory to games from these seasons. This model esti-
mates the probability that a home team will win using the rel-
ative strength of each team in three categories: winning per-
centage, the Earned Run Average of the starting pitcher, and
Batting Average. The model also includes an adjustment for
home field advantage. This model proved useful for this pur-
pose because it estimates the approximate difficulty of pre-
dicting a given game using only a small number of statistical
categories. Since users are not able or likely to consider a
large amount of data without the aid of a sophisticated tool,
this model estimates probabilities in a fashion similar to how
we might expect users to form predictions.

This model estimates the equivocality of the teams in a given
game, which also represents a measure of difficulty of the
decision. I chose games at four levels of difficulty. Level
1 difficulty gave greater than 80% chance of winning to one
team. Level 4 difficulty gave less than 60%, and levels 2 and 3
were divided at 70%. The twelve games included four games
each from levels 2 and 3 and two games each from levels
1 and 4. This distribution approximates the distribution of
difficulty across the larger sample of baseball games.

Subjects earned points in the game by making accurate pre-
dictions about the outcome of the game. Subjects start each
round with 20 points. If they choose the wrong winner, they
lose 10 points. They also lose one point for the absolute dif-
ference between the predicted number of runs for each team
and the actual number of runs. For example, if the final score
of a game was Away 5 — Home 3 and the subject predicted
Away 4 — Home 6, the subject would lose 10 points for
choosing the wrong winner, lose 1 point for missing the Away
run total by 1, and 3 points for missing the Home run total
by 3, leaving a total of 6 points for the game. This scoring
procedure offers an incentive for users to make good deci-
sions not only in choosing the correct team to win the game
(a discrete decision), but also in finding precision in predict-
ing scores (a continuous decision). The incentive to perform
well in both aspects of the decision is similar to many other
DSS supported decisions. For example, a doctor must deter-
mine which medication to prescribe among discrete options,
but may also need to determine dosage, frequency, or duration
of treatment in more continuous decisions.

This scoring procedure serves as a measurement of bias and
decision-making quality. Bias is determined by whether sub-
jects agree more with DSS recommendations in their deci-
sions when they have customized the DSS. Agreement is
measured in two ways. A discrete form of agreement is mea-
sured as whether or not the subject chose the same team to
win as the DSS, providing a binary measurement of agree-
ment (winner agreement). A continuous form of agreement
is measured as the absolute difference in run total between
the subject’s predicted score and the DSS recommended score
(score agreement).

Subjects were also given a chance to make a wager on the
quality of their prediction which measures confidence in their
decisions. Subjects were given an additional 10 ”confidence
points” in each round. With these points, they could wager
any number of them that they scored at least 15 points from
their prediction, with a return of 3 to 1. Or they could keep
some or all of them and add directly to their final point total
for the round.

DSS and Conditions
All subjects used a DSS that provided extensive statistical
information about the teams involved in each of the games.
In addition to providing statistical information, the DSS also
recommended its own prediction about the score of the game.
Subjects were told this prediction was based on a statisti-
cal algorithm. However, the recommendations were actu-
ally pre-determined for each game. There were two types
of recommendations. Good recommendations suggested the



Figure 1. Customizable DSS

actual score of the game, yielding 20 points if followed ex-
actly. Poor recommendations suggested the wrong winner,
as well as a score that would yield 5 points. Subjects were
given poor recommendations for four games (one randomly
selected game from each of the four difficulty levels), and
good recommendations for the remaining games. Over the 12
games, the average score of the DSS’s recommendations was
15. Subjects were told of this average, but that there would
be considerable variation in the quality of the recommenda-
tions. This degree of accuracy offers a reasonable amount of
data about decisions following both recommendation quali-
ties, and also is a reasonable and believable degree of accu-
racy for a sports simulation algorithm.

There were two conditions of the experiment, and subjects
were randomly assigned to one condition that they remained
in over all 12 rounds. In the customizable condition, sub-
jects had the opportunity to make adjustments to the DSS’s
recommendation algorithm after seeing a table of statistical
comparisons between the teams (see Figure 1). The instruc-
tions stated that by default, the algorithm treated all statis-
tical comparisons equally (i.e. the relative strength of each
team in stolen bases is as influential as the winning percent-
ages). But, they could choose up to five statistical categories
to receive extra emphasis and order them according to their
importance. For example, a subject could select winning per-
centage and place it as the most important category, followed
by home runs, followed by starting pitcher ERA etc. The in-
structions stated that good customization improves the perfor-
mance of the algorithm, but poor customization could harm
performance.

In the control condition, subjects only saw the table of statis-
tical comparisons which they could examine before clicking
a button to generate a recommendation about the game. The
instructions gave these non-customization users the same in-
formation regarding the general performance of the DSS.

Subjects were only shown their scores after completing all
twelve rounds. This eliminated the possibility for subjects to

learn from round to round, which could have confounded and
complicated the results.

Survey
After completing 12 rounds of the fantasy baseball game, sub-
jects took a short survey intended to assess theoretical ex-
planations for any observed customization bias. The survey
asked about how much control they felt they had over the
quality of the recommendations, how much effort they put
forth to customize in order to assess the IKEA effect, and also
the degree to which they felt they were providing information
to the DSS as an assessment of the Forer effect.

RESULTS

Customization Bias
The study design is a 2x2 design with a between-subjects
factor (customization) and a within-subjects factor (recom-
mendation quality). To test for the effect of customization on
agreement with the DSS, I fit multilevel regression models
with the experimental factors as fixed effects and a random
effect for each subject to account for the repeated measure-
ments in the design. For assessing the binary measure of win-
ner agreement, I used multilevel logistic regression. These
models are described in Table 1. The intercept of these mod-
els can be interpreted as the estimated degree of agreement
when subjects do not customize the DSS and receive a good
recommendation. The coefficients represent differences from
this baseline group, and the table shows the standard error
below each estimate in parentheses. Figure 2 shows the mod-
els’ estimated degree of agreement for all four combinations
of the factors. This figure converts the log odds estimated by
model 1 into the probability of a subject agreeing with the
DSS.

Model 1 shows a statistically significant effect of customiza-
tion on the binary measurement of agreement. Customization
users were overall more likely to predict the same team to
win as the DSS. Subjects were less discerning of poor recom-
mendations when they had customized the DSS, as they were
more likely to agree with the DSS when receiving a poor rec-
ommendation than those who did not customize. Conversely,
customization users were better at discerning good recom-
mendations as well, being more likely to follow good recom-
mendations than the control group.

Model 4 tests these effects in terms of score agreement.
Again, customization users were biased towards agreeing
with the recommendation. On average, customization users
predicted scores that were 0.9 runs closer to the DSS recom-
mendation than non-customization users. When the recom-
mended scores were accurate, subjects predicted 0.96 runs
closer on average than when the recommendation was inac-
curate.

Models 2 and 3 in Table 1 add the difficulty of the game to the
models to see whether the difficulty of the game would influ-
ence how subjects interpreted recommendations and whether
this would be different between the two conditions. Since
subjects had a higher probability of receiving a poor recom-
mendation for difficulty levels 1 and 4 than for levels 2 and



Figure 2. Agreement with DSS recommendations

Figure 3. Effect of difficulty on customization bias



Table 1. Customization Bias Models

Dependent variable:
Winner Agreement Score Agreement
Binary (Log Odds) Continuous

Good Rec Poor Rec
Model #: (1) (2) (3) (4)
Intercept 1.49⇤⇤⇤ 1.34⇤⇤⇤ �0.83⇤⇤⇤ �2.66⇤⇤⇤

(0.19) (0.28) (0.31) (0.16)
Customization 0.87⇤⇤⇤ 0.36 1.07⇤⇤⇤ 0.90⇤⇤⇤

(0.27) (0.40) (0.41) (0.22)
Poor Recommendation �1.74⇤⇤⇤ �0.96⇤⇤⇤

(0.21) (0.17)
Customization x Poor Rec. 0.27 0.15

(0.30) (0.22)
Difficulty 0.06 0.37⇤⇤⇤

(0.15) (0.14)
Customization x Difficulty 0.26 0.09

(0.24) (0.20)
Random Effect Intercept Variance 0.73 0.31 0.83 .78
Observations 1,188 792 396 1,188
Log Likelihood �579.61 �334.06 �246.99 �2,455.30
Akaike Inf. Crit. 1,169.21 678.13 503.97 4,922.59
Bayesian Inf. Crit. 1,194.61 701.50 523.88 4,953.07

Note: ⇤p<0.1; ⇤⇤p<0.05; ⇤⇤⇤p<0.01

Poor Rec. Good Rec.
Customization 423.78 717.78
No Customization 470.53 690.10

Table 2. Average rank of decision quality by condition and recommen-

dation type. Rank ranges from 1 (worst) to 1,188 (best).

3, I fit separate models for rounds with good recommenda-
tions and poor recommendations using winner agreement as
the dependent variable. Figure 3 visualizes these models.
When receiving good recommendations, the difficulty of the
decision had almost no influence on the probability of agree-
ing with the DSS in either condition. When receiving a poor
recommendation, subjects were slightly more likely to agree
with the DSS when the decision was more difficult, and this
was true in both conditions. Because the estimates for cus-
tomization and non-customization are effectively parallel for
both types of recommendations, it does not appear that the
difficulty of the decision moderates customization bias, al-
though it does seem that when receiving poor recommenda-
tions, users of any type of DSS will be more likely to trust it
when the decision is difficult than when they have an easier
decision.

Confidence and Decision Making
Subjects wagered an average of 4.22 confidence points per
round (S.D. 2.5). To see whether customization influences
DSS users’ confidence in their decisions, I fit a similar multi-
level regression model as model 4 above with customization
and recommendation quality as independent variables and the
number of confidence points wagered by the subject as the

dependent variable. This model showed no statistically sig-
nificant effect of customization on confidence in decisions.

I also tested the effect of customization on subjects’ over-
all decision quality to see whether customization bias led to
overall differences in decision making quality. I defined de-
cision quality as the number of points earned from the pre-
diction of a game, including points earned from confidence
wagers, because the incentive of the game was to score as
many points as possible. The scoring structure created a bi-
modal distribution because of the large number of points lost
when choosing the wrong winner and the 3 to 1 return on
confidence points. To correct this, I rank transformed each
prediction’s points earned compared to all other rounds from
the experiment, with a rank of 1 being the lowest number of
points. Table 2 shows the average rank in each of the four pre-
diction categories. Subjects made the best overall decisions
when they customized a good recommendation, and the worst
decisions when they customized a poor recommendation, and
all terms including the interaction from the model were sta-
tistically significant (p < .01). I supplemented this analysis
by simply comparing the point totals from all twelve rounds
between subjects, measuring the total performance of sub-
jects in the customization condition agains the control group.
The mean number of points earned per subject was 360.2
(S.D. 46.4). An OLS regression indicated that customization
subjects earned 19.3 more points than those who didn’t cus-
tomize over the whole experiment.

The small difference in decision making, which actually fa-
vors customization, is likely an interaction between the ex-



perimental design and the nature of customization bias. Al-
though subjects made worse decisions when receiving a poor
recommendation, subjects also made slightly better decisions
when receiving a good recommendation. Since subjects were
twice as likely to receive a good recommendation in the ex-
periment, their overall performance was slightly better as a
result of believing that they customized the DSS.

Explanations for Customization Bias

Table 3. Behavioral measures of the theoretical explanations of cus-

tomization bias

Dependent variable:
Winner Agreement

(5) (6)
Intercept 2.093⇤⇤⇤ 2.585⇤⇤⇤

(0.458) (0.303)
Time (seconds) 0.002

(0.005)
Time:Poor Recommendation �0.004

(0.007)
Poor Recommendation �0.188 �1.469⇤⇤⇤

(0.597) (0.325)
# Categories Selected 0.160

(0.107)
Poor Rec:# Cat. Selected �0.382⇤⇤⇤

(0.148)
Observations 660 660
Log Likelihood �268.866 �272.003
Akaike Inf. Crit. 547.732 554.006
Bayesian Inf. Crit. 570.194 576.468

Note: ⇤p<0.1; ⇤⇤p<0.05; ⇤⇤⇤p<0.01

The survey asked questions intended to provide evidence for
the theoretical explanations of customization bias. Subjects
in the customization condition reported feeling more in con-
trol of the recommendations than those in the no customiza-
tion condition, and the difference was statistically significant
(p < .001). However, the mean response was 4.61 for the
control condition, which is just above the neutral point. Over-
all, subjects did not report a strong feeling of control over
the recommendations. I fit a multilevel model estimating rec-
ommendation agreement with responses from the survey and
controlling for experiment condition. None of explanations
showed meaningful effects. Therefore, the survey offers no
evidence that the illusion of control, Forer effect, or IKEA
effect can explain customization bias.

The survey measures included single item self-report scales
that were not validated previously. Therefore, I conducted
an additional analysis of behavioral measures to further ex-
plore these theoretical explanations. There are two behavioral
measures that can be mapped to the constructs from the Forer
effect or the IKEA effect. When customizing the system, sub-
jects could choose how many categories to select. Selecting

categories requires effort, and each category selected also of-
fers more information to the algorithm. I fit a multilevel logis-
tic regression (model 5 in Table 3) using only the customiza-
tion group of subjects. This model predicts winner agreement
with the number of chosen categories and the quality of the
recommendation as fixed effects, with a random effect of the
individual subject.

This model indicates an interaction between the the quality
of the recommendation and the number of categories selected.
When receiving a good recommendation, there is a small pos-
itive and not statistically significant effect of choosing more
categories on winner agreement. When receiving a poor rec-
ommendation, selecting more categories has a negative effect
on winner agreement. Selecting more categories is an imper-
fect measure because it confounds effort with providing in-
formation. Adding additional categories requires effort, and it
also is an act of providing information. So this model does not
distinguish between the IKEA effect and Forer effect. How-
ever, for either of them to explain customization bias, there
would need to be a positive effect of selecting categories, par-
ticularly for the bad recommendations. Since model 5 shows
a negative effect of selecting categories when the recommen-
dation is poor, we can conclude that there is no support for
either the Forer effect or the IKEA effect in the data.

To further verify that effort had no effect, I fit a second model
using the amount of time spent customizing the system as a
predictor in a similar model (model 6 in Table 3). This model
showed a similar pattern of effects, although no effects were
statistically significant. Overall, the data from this study pro-
vide no evidence that either effort or information providing
can explain customization bias.

Confirmation Bias
Because the original proposed theories of customization bias
did not explain the results, I searched for post-hoc explana-
tions. In the analysis of the difficulty of games, I noticed a
slight tendency to make better decisions when the teams had
clear strengths in some statistical category, even if their oppo-
nent had some other clear strength that led to equivocality and
high difficulty for the game. This made me wonder whether
the categories chosen by subjects when customizing the DSS
would influence their interpretation of the recommendations,
and subsequently their decisions. For each prediction made
by a subject in the customization group, I calculated whether
the recommendation provided for that game was consistent
with the statistical categories chosen for customization.

For example, if a subject chose the teams’ winning percent-
ages as a statistical category for emphasis, and the system
recommended the team with the better winning percentage to
win the game, the recommendation was counted as consistent
with the customization in that category. For each subject, the
customization-recommendation consistency was measured as
the percentage of selected categories that were consistent with
the recommendation.

I fit a multilevel logistic regression with the quality of the
recommendation and the percentage of consistency between
recommendation and customization as estimators of winner



agreement. Table 4 describes this model. This model shows
meaningful effects for the percentage of consistency between
recommendation and customization, as well as for the quality
of the recommendation. Figure 4 plots the predicted proba-
bilities of winner agreement from this model for both types
of recommendations at all levels of consistency.

It is clear that regardless of recommendation quality, subjects
were more likely to agree with the DSS when its recommen-
dation was consistent with their customization. Additionally,
this effect was larger when subjects received a poor recom-
mendation. Subjects were better able to discern poor recom-
mendations, and then disagree with the DSS when the recom-
mendation was completely inconsistent with their customiza-
tion. However, when the recommendation was completely
consistent with their customization, subjects nearly always
agreed with the DSS. This finding suggests a confirmation
bias by subjects because they were more likely to agree with
recommendations that confirmed their customization choices.

Table 4. Confirmation Bias model

Dependent variable:
Log Odds of Winner Agreement

Intercept 1.23⇤⇤⇤
(0.388)

Agreement 2.73⇤⇤⇤
(0.62)

Poor Recommendation �0.98⇤⇤

(0.42)
Agreement x Poor Rec. �0.58

(0.87)
Observations 593
Log Likelihood �234
Akaike Inf. Crit. 478
Bayesian Inf. Crit. 500

Note: ⇤p<0.1; ⇤⇤p<0.05; ⇤⇤⇤p<0.01

DISCUSSION
To summarize the findings:

• Subjects who customized the DSS agreed more with the
recommendations of a DSS, both in a binary ”yes/no” type
decision and in a more continuous ”how much” decision,
even though their customization had no actual impact on
the recommendations.

• This bias led to much worse decisions when the DSS gave a
poor quality recommendation, and slightly better decisions
when the DSS gave a good recommendation.

• Customizing the DSS did not lead subjects to be more con-
fident in their decisions.

• The illusion of control, Forer effect and IKEA effect do not
explain this customization bias.

• Confirmation bias is the best explanation for the bias from
these data. Subjects were highly likely to agree with the

Figure 4. Customization/Recommendation Consistency on Probability

of Winner Agreement

DSS, regardless of recommendation quality, when the DSS
(by random chance) gave them a recommendation that ap-
peared to agree with their customization of the DSS algo-
rithm.

As socio-technical systems, DSS cannot be evaluated purely
on any technical criteria but also on their overall influence on
user behavior within the context of their use. Offering useful
information or recommendations to decision makers is only
an intermediary goal for these systems. Ideally, DSS actually
increase the quality of decisions made by users.

This study has both theoretical and practical implications.
The notion that customization and interactivity create a sense
of ”self-as-source” [21] is supported by these data. The abil-
ity to see one’s influence in the output, although spurious in
reality, led users to make different decisions. Trust in au-
tomation is an increasingly important topic as artificial in-
telligence becomes ubiquitous. This study suggests that trust
can be enhanced when the user has at least some participation
in the automated process. This study makes a contribution to
emerging theories of HCI, and specifically to understanding
how the process of customizing a system influences users of
semi-autonomous systems.

More practically, this study informs the design of DSS that
incorporate both automated and human knowledge and in-
formation processing. This study offers mixed support for
incorporating user customization in a DSS design. On one
hand, customization can lead to very poor decisions if the
customization does not help the system generate good recom-
mendations. Even if customization improves a recommenda-
tion, there may still be better alternatives that don’t receive
full consideration because the user is biased towards the rec-
ommendation he or she has helped generate. On the other
hand, DSS in general probably make relatively good recom-



mendations on average, otherwise they would be of little use
to begin with. If the user is able to actually improve the rec-
ommendation through customization, decision making over-
all may be improved because customization may help them
recognize good recommendations.

However, if confirmation bias is the primary cause for this
customization bias, there are other important considerations
as well. There may be at least two different ways that con-
firmation bias happened in this study. Subjects may have
selected categories for inclusion that they thought were im-
portant for the game, then noticed that the recommendation
agreed with those categories and felt assured that the recom-
mendation was good. This is subtly different from another
form of confirmation bias. Subjects may have selected the
categories where the team they already expected to win was
stronger, and then simply decided to disagree if the recom-
mendation was not consistent with their expectations. This
study cannot distinguish between these two forms of con-
firmation bias, but this is an important topic for future re-
search. At issue here is the reaction to contradictory informa-
tion. Does the dissonance between a recommendation and an
expert’s expectations or beliefs cause poor decisions?

Confirmation bias has been well studied in psychology. Nick-
erson [18] argues, however, that there are a large number of
distinct phenomena that are frequently classified as confirma-
tion bias. In general, confirmation bias happens whenever a
decision maker selectively seeks out or processes informa-
tion that is consistent with a pre-existing belief or hypothesis
and ignores information that is inconsistent. Studies of DSS
users have found mixed evidence for confirmation bias. Some
studies [23, 17] found that users did not demonstrate much
confirmation bias, even though the studies were designed to
elicit this bias. Others [15, 13] have observed confirmation
bias among DSS users. These studies frame a DSS and its
recommendations as a source of potentially confirmatory or
disconfirmatory information to be considered among other in-
formation in the decision task. For this reason, Cummings [7]
argues that automation bias is a form of confirmation bias.
Automation bias occurs when users over-rely on the recom-
mendations of the automated aid, and over-relying on this aid
causes users to avoid seeking out disconfirmatory informa-
tion. This study introduces customization to the concept of
automation bias. Previous research [8] of customization in
DSS has not used a DSS that incorporated automation or arti-
ficial intelligence. And previous research on automation bias
has not used customizable DSS. But it is important that these
two concepts be considered together because customization
allows users to change recommendations to match their ex-
isting beliefs.

Customization bias has important legal and ethical considera-
tions as well. To what extent are decision makers liable when
they use automated decision aids? A recent court case [2]
found that the Colorado State Engineer was within his rights
to make rules regarding groundwater usage based on the rec-
ommendation of a DSS, even though the DSS was shown
to have scientific inaccuracies affecting its recommendations.
Should such a ruling stand in a context when the decision

maker has customized the DSS? For instance, should a doc-
tor be accountable for malpractice if she made a poor decision
at the recommendation of a DSS that she has customized?
And from an ethical perspective, does the act of customizing
a DSS create a conflict of interests for the decision maker?
The results of this study certainly argue that decision mak-
ers may not always be objective if they have customized their
recommendations.

Another issue that arises from these findings is the potential
for feedback loops in DSS that seek to adjust and improve
over time using machine learning or similar techniques. If
any such systems continuously adjust their recommendation
algorithms as a result of user input, it is possible that cus-
tomization bias could prevent these algorithms from reaching
their potential if users are simply working to confirm what
they already believe rather than inform the system or them-
selves or seek disconfirming information. Systems that ag-
gregate user input to make use of ’the wisdom of the crowd”
may not be incorporating enough disconfirmatory informa-
tion.

There are some important limitations to this experiment to
consider. First, in order to maintain the credibility of the cus-
tomization manipulation, subjects did not receive feedback
between rounds about their scores, but instead were given
their scores for all rounds after the experiment. So subjects
did not have the chance to learn over repeated use about their
decision making. Would subjects learn from poor decisions
over time and become less biased towards the recommenda-
tions after customizing them? Also, while the subjects in this
study had to demonstrate a reasonable amount of knowledge
of baseball through a qualification test, there are undoubtedly
differences between these subjects and experts such as doc-
tors or experienced Wall Street traders who have spent their
lives developing expertise in a limited area. Exploring cus-
tomization bias directly in such settings is the next step for
this research and is critical for developing better decision sup-
port systems.

Another limitation to this study is that it does not directly ad-
dress the role and importance of customization as a method
of decision making or as part of the process of gathering and
processing information by the user. In order to customize a
DSS algorithm, users need to think about how they might im-
pact the recommendations or what information will be most
useful. It is possible that the process of customizing could
lead users to better understand the data and decision task,
leading them to make better decisions. Since users who cus-
tomized the system made overall better decisions when they
received a good recommendation, it is possible that the act
of customizing allowed them to better recognize these good
recommendations as a result of having contemplated how to
customize the algorithm. However, they may also have sim-
ply been biased to agree with the recommendation. The de-
sign of this study cannot distinguish between those two expla-
nations for the improved decision making when customizing
and receiving a good recommendation, although the results
do clearly demonstrate a bias in cases of poor recommenda-
tions. Addressing these limitations is an important step both



for developing theory around customization bias and for in-
forming design decisions about using customization in auto-
mated decision aids.

This study overall demonstrates a theoretical link between the
act of customizing the recommendations of a DSS and the
subsequent decision made by users. This link has important
implications for HCI theory and practice as new forms of au-
tomation are developed to assist human decision making.
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ABSTRACT
Recommender systems must find items that match the het-
erogeneous preferences of its users. Customizable recom-
menders allow users to directly manipulate the system’s al-
gorithm in order to help it match those preferences. However,
customizing may demand a certain degree of skill and new
users particularly may struggle to effectively customize the
system. In user studies of two different systems, I show that
there is considerable heterogeneity in the way that new users
will try to customize a recommender, even within groups
of users with similar underlying preferences. Furthermore,
I show that this heterogeneity persists beyond the first few
interactions with the recommender. System designs should
consider this heterogeneity so that new users can both receive
good recommendations in their early interactions as well as
learn how to effectively customize the system for their pref-
erences.
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INTRODUCTION
Recommender systems have the challenge of matching items
in their catalog, such as movies or consumer products, to
users who have heterogeneous preferences for those items.
An item suitable for one user will likely be unsuitable for an-
other. One way recommender systems can deal with this het-
erogeneity in user preferences is to give users a high degree of
control over the recommender’s algorithm, allowing them to
work collaboratively with the system to find items that match
their preferences. This approach to designing interactive sys-
tems is known as customization [1], and considerable recent
HCI research has explored ways to build customizable rec-
ommenders [10, 2, 11, 14].
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While the goal of customization is to help the recommender
accurately find items that match preferences that vary from
user to user, it may simultaneously create a new form of het-
erogeneity among users regarding the way that they choose
to configure the system. Users can arrive at a system bring-
ing wide variability in their experience using intelligent sys-
tems, their mental models of how they work, their expecta-
tions about how the system will be helpful, and knowledge
about the decision or items they are seeking recommendations
about. Systems that use complex logic but lack transparency
about how that logic works [9] may further complicate things
for users in trying to figure out how to make the system give
them what they want.

Consider two users of a movie recommender for whom the
movie Sleepless in Seattle would in actuality be a very good
recommendation (i.e. users with homogenous preferences).
One user may have a mental model of the system that says
the system heavily relies on the cast of a movie, and another
may have a mental model or expectation that the genre is
the major determinant of recommendations. One user would
likely then configure the system to focus on movies with Tom
Hanks, while the other would try to filter for Romantic Come-
dies. Sleepless in Seattle would likely appear in lists for both
configurations, but the set of recommendations could be very
different for each user and this could impact whether the user
eventually chooses to watch Sleepless in Seattle or some other
movie that would be less preferred.

This variability in users’ characteristics related to interaction
with a recommender creates added heterogeneity that must
be accounted for by a recommender system. I present data
from user studies of two different customizable recommender
systems to show that even when different users have similar
preferences – meaning the system should in theory provide
them with similar recommendations – they are likely to con-
figure the system in widely different ways. The accuracy of
customizable recommenders may suffer due to noise in its
user profiles that comes from the process of interacting with
the recommender, and not just in the overall heterogeneity in
users’ preferences.

BACKGROUND
In order to provide good recommendations to users, recom-
mender systems must elicit information about users’ prefer-
ences. A common approach to this is collaborative filtering



in which users give explicit ratings for items (such as star
ratings for movies), and then suggest items that are highly
rated among other users who have given similar ratings [17].
Content-based recommenders suggest items that have similar
content or attributes to items that users have highly rated [3].

Recent work in recommender systems has explored different
ways to afford users control over how the system produces its
recommendations beyond providing ratings for items, such as
controlling the influence of some portions of a social network
on the recommendations [7, 19], enabling users to sort or fil-
ter items based on attributes [8, 10], allowing users to give
weight to specific attributes of items [2, 13], or providing an
interface to critique recommendations [5]. A large body of
research has demonstrated that giving users control over rec-
ommender systems improves the user experience [12, 10, 2,
11, 6, 7, 4], although it may also create some decision-making
biases [16].

One issue with customization is that it is generally more pre-
ferred among expert users than novices or users with little
domain knowledge relating to the decision being made [18,
8]. This creates a difficult paradox for the system in that 1)
new users are the ones that the system needs the most input
from in order to be effective (i.e. the “cold start” problem
[15]) and 2) new users may never become effective at cus-
tomizing the system to accurately provide recommendations
if they do not get practice at using the system. However, if
a system does afford customization to new users, those users
may be ill-equipped to effectively express their preferences
in their early interactions, which could lead the system to cre-
ate inaccurate profiles of these new users that hurt the quality
of recommendations it provides. If users with similar prefer-
ences (i.e. users who should be receiving similar recommen-
dations) provide widely varying input to the system, it would
add considerable noise that could inhibit its overall effective-
ness.

To study this issue of heterogeneity in configuration, I
sidestep the nuisance factor of heterogeneity in preferences
for items by assigning those preferences to users, so that the
sample of users in these studies form a homogenous group of
users who all have identical preferences for the items being
recommended. This feature of the study design allows us to
see how much variability in the behavior of new users can
be attributed to their inexperience with the system and not to
the natural underlying heterogeneity in their preferences. In
other words, this design examines how much variation there
is among groups of users that would form “neighborhoods”
of users if preference information could be perfectly elicited
and measured. I show that even within a group of homoge-
nous users, there is considerable variation in how they will
customize a recommender, and that this variation does not
quickly reduce as these users become more experienced.

TRAVEL AGENT STUDY
I created an interface to a prototype recommender system
called Travel Agent for recommending travel destinations
that distinguished important attributes of a destination and al-
lowed users to specify their preference along a continuous
scale for these attributes by adjusting a slider (see Figure 1).

Figure 1. Travel Agent interface.

Rather than seeking a recommendation for themselves, sub-
jects were trying to get recommendations for a fictional user
persona. The persona was a 51 year old financial analyst from
Chicago with 3 children looking to plan a vacation in Octo-
ber. The persona described details of his personality, hobbies,
travel experience, and budget.

I recruited 375 subjects from Amazon Mechanical Turk to
participate in this evaluation of Travel Agent. These subjects
read instructions for the study and the details of the persona,
and were required to pass a quiz on this information prior to
using Travel Agent. After passing this quiz, they proceeded to
use Travel Agent and generate recommendations, after which
they answered survey questions about the recommendations.

Results
Despite the fact that all users were trying to produce recom-
mendations for the same person, there was remarkable vari-
ability in the way users configured Travel Agent. Figure 2
shows the distribution of configuration for each option across
the different users. A value of 100 corresponds with mov-
ing the slider for that option all the way to the right. For all
options, the distribution spans the majority of the scale with
relatively normal distributions, although the large spikes at
the far-left setting are noteworthy. It should be noted that by
default the sliders were pre-set to the mid-point of the scale.
For each feature, users set the sliders at levels across the en-
tire scale, although there were relatively normal distributions
around a mean level for each feature.

To analyze this variance further, I conducted a k-means clus-
ter analysis on the matrix of users by configuration options.
Subjects were clustered together based on the similarity of
all seven of their configuration choices. I determined that
the within-cluster variance continually dropped until 20 clus-
ters were formed, suggesting that there are about 20 dis-
tinct patterns of configuration among the 375 subjects. Fig-
ure 3 shows how each of these clusters configured the system.
These clusters represent unique combinations of settings of
the seven options.
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Figure 2. Distribution of configurations for each option in Travel Agent. A value of 100 corresponds to moving the slider all the way to the right.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0
25
50
75
100

0
25
50
75
100

0
25
50
75
100

0
25
50
75
100

0
25
50
75
100

0
25
50
75
100

Length
D
ist.

C
ost

Phys.
Food

Fam
ily

Se
tti
ng

Figure 3. Variation in the way different clusters of subjects configured

Travel Agent, even though all subjects were configuring for the same

persona. Each column is a a single cluster.

EXERCISE RECOMMENDER STUDY
A limitation of the Travel Agent study is that the heterogene-
ity in the way that users customized the system may simply
represent variability in the way people interpreted the per-
sona’s preferences. To address that limitation, I conducted a
second study using a system called Exercise Recommender
for recommending exercise activities (Figure 4) that specified
preferences more specifically and gave greater incentive for
users to customize the system for those preferences. I drew
on experimental economics research to develop a decision
task in which users are assigned preferences for attributes
of an item by giving them a “payoff” for choosing an item
(an exercise activity in this case) that has a given attribute.
Subjects were shown five attributes of exercises they prefer
(e.g. a cardio exercise, a group activity, a convenient activity
etc.) and if their selected activity matched those attributes (as
determined by an external panel of judges) they received an
additional payment beyond their baseline compensation for
participation in the study. This method has been shown to
effectively induce preferences [20] in experiments by giving
them an incentive to make decisions that fit their assigned
preferences rather than their own personal preferences. By
assigning concise preferences and incentivizing subjects to
match those preferences, I was able to again replicate a group
of homogenous users within a sample of recruited subjects.

113 subjects recruited from Amazon Mechanical Turk partic-
ipated in the study. Subjects customized the system in two

Figure 4. Exercise Recommender interface.
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Figure 5. Similarity network of configurations for a single profile. Clus-

ters represent groups who used similar configurations of the system.

ways. First, they indicated through a 5-point slider their pref-
erence on three dimensions of an exercise (Workout Inten-
sity, Social Recreation, and Muscle Group). Then, they could
prioritize these dimensions by moving their input block up
and down, such that the system would place greater emphasis
on matching the dimension at the top of the list. The Exer-
cise Recommender returned 5 recommended activities using
a recommender formula suggested in [14]. After choosing an
activity, they were shown their payoff for that choice and then
redirected back to the Exercise Recommender to complete the
task again using a new preference profile that gave different
payoffs for different attributes. Each subject completed this
task ten times so that their learning over repeated use of the
system could be assessed.
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Figure 6. Similarity within cohorts using the same profile in the same

round number. There is no trend for any aspect of the distributions, sug-

gesting that subjects did not converge over time to more similar choices

in customizing the Exercise Recommender.

Results
Figure 5 illustrates the variety of different ways that people
tried to configure the Exercise Recommender for just one of
the profiles. I calculated the similarity between each subject’s
configuration when using the system for a particular profile
and every other subject when using that same profile as the
cosine similarity between the six configuration values (Mus-
cle Group setting, Muscle Group priority, Social Recreation
setting, etc. ...) of each subject.

As in the Travel Agent study, there was again significant
variability in the ways that people customized the Exercise
Recommender even when trying to get recommendations to
match an identical set of preferences. In the profile repres-
nted in Figure 5, there is a single dominant cluster and three
smaller clusters, as well as a non-trivial number of unclus-
tered configurations. The dominant cluster for this profile
in fact accounts for only 28% of the pool, leaving 72% of
customization choices spread out among many different ap-
proaches. Across the 10 profiles, there were between two and
four clear profiles for each cluster, with the largest cluster
never accounting for more than 50% of users. This variability
is further evidence that a customizable algorithm presents a
difficult usability challenge to users who must figure out how
to express their preferences and control the recommender, but
may have widely varying mental models or intuitions about
how to do that successfully.

I wanted to see whether this variability was stronger in the
earlier rounds of the study than in later rounds to see whether
users would begin to homogenize in their configurations after
gaining some experience with the system and feedback about
decisions. I divided the dataset into cohorts of subjects who
used the same preference profile in the same round number.
Since the preference profiles were randomly ordered for each
subject, this resulted in 100 cohorts of 9 to 13 subjects. I cal-
culated the full cosine similarity matrix within each cohort,
and extracted the quartiles of each matrix. I found that over
time, there was no trend of configurations becoming more or

less similar to each other among people with the same pref-
erence profile. Figure 6 illustrates the pattern of change over
time in the quartiles of cohorts’ distributions, and regression
analyses suggested that there was no meaningful trend to-
wards either greater or lesser similarity over time.

DISCUSSION
Customizable recommender systems provide an alternative to
more traditional ratings-based approaches such as collabora-
tive filtering or content-based recommenders in eliciting pref-
erence information from users. Customizable recommenders
provide an interface for users to interact more directly with
the system’s algorithm or recommender logic. While this can
have an advantage of providing a positive user experience [4],
it may not be an effective way to elicit reliable information
about preferences, particularly from novice users of a sys-
tem. Customizing an algorithm directly may be somewhat of
a skill that requires training, experience, and knowledge to
perfect. This heterogeneity may also be a significant source
of noise for customizable systems, since users who want the
same thing won’t necessarily do the same thing within the
system.

These findings suggest that customizable algorithms actually
require less flexibility than what is apparent in user interfaces
to those algorithms. Users should be given multiple paths to
reach the same destination, meaning that there should be sev-
eral different ways to configure a system within the UI that
effectively result in the same recommendations. In the Exer-
cise Recommender, an ideal design would have given about
three different paths that would have led to similar recom-
mendations, since there were typically about 3 distinct clus-
ters of strategies for configuring the system. Additionally,
these results suggest that customizable recommender systems
need to explore feedback mechanisms to help users perceive
what effect they have on a recommender algorithm. This will
help users adapt their mental models and their configuration
choices to better fit the algorithm.

A limitation of this study is that it merely quantifies the de-
gree of heterogeneity that designers might expect, but does
not provide specific information about the different mental
models users have of an algorithm. As these mental models
may be highly specific to particular systems or decision con-
texts, a critical part of a good user-centered design process
will involve user research to determine all the specific mental
models or customization strategies that users will take, and
building affordances into the customization process that fit
the varying mental models.
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ABSTRACT
Crowdfunding sites often impose deadlines for projects to re-
ceive their requested funds. This deadline structure creates
a difficult decision for potential donors. Donors can donate
early to a project to help it reach its goal and to signal to
other donors that the project is worthwhile. But donors may
also want to wait for a similar signal from others.

We conduct an experimental simulation of a crowdfunding
website to explore how potential donors to projects make this
decision. We find evidence for both strategies in our exper-
iment; some donate early while others wait till the last sec-
ond. However, we also find that making an early donation
is usually a better strategy for donors because the amount
of donations made early in a project’s campaign is often the
only difference between that project being funded or not. This
finding suggests that crowdfunding sites need to develop de-
signs, policies and incentives that encourage people to make
immediate donations so that the site can most efficiently fund
projects.

Author Keywords
Crowdfunding

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
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General Terms
Human Factors; Design

INTRODUCTION
Crowdfunding sites are a type of online community where
large groups of people come together in order to realize a
new idea or project that requires financing. Crowdfunding is
a form of collective action that requires the participation of
people in varying user roles, such as project creators, donors,
or site administrators. Success in crowdfunding is achieved
when the individual actions of users are well coordinated so
that everyone’s effort is put to use, not duplicated by other
users, or not withheld from the group. Crowdfunding sites
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have many features that enable this coordination, either by
affording direct communication between users, by providing
information about users and their collective behavior, or by
providing rules and structure that assist users in their decision
making.

One feature in many sites that assists in coordination is
the setting of a deadline for projects to collect the required
funds. This deadline typically accompanies an “All-or-
nothing” style of crowdfunding where refunds are given to
donors if a project does not meet a specified goal before the
deadline [20]. Often in this style of crowdfunding, the site
is designed to provide real-time status information about the
progress of a project towards its goal. Kickstarter, for ex-
ample, displays for each project the up-to-date total for how
much the project has received, how many people have do-
nated, and how long until the deadline (see Figure 1).

This combination of design features presents an interest-
ing choice for anyone who might consider contributing to a
crowdfunding project. When should one make a donation?
Should donors immediately donate, or wait some period of
time before donating? There are good reasons for either
choice. It may make sense to wait to see whether other people
donate, because the donations of others may be sufficient and
a donor could free-ride and reap the benefits of the project
without contributing. It might also make sense to donate im-
mediately, because a donation may be used as a signal to oth-
ers that the project has quality and encourage them to donate.

Both choices are relevant to coordination. Signals sent to
other users of a site through donation (or lack of) will influ-
ence the way groups coordinate to fund projects, and likely
the degree to which they are successful at this collective ef-
fort.

We explore this decision from the perspective of crowdfund-
ing donors by conducting an experimental simulation of a
crowdfunding site. This study seeks to understand how the
decision of when to donate affects coordination on crowd-
funding sites. We primarily explore how the degree of inter-
est or preference that donors have for projects (both as indi-
viduals and collectively as a cohort of potential contributors)
affects their decisions, and how this subsequently affects co-
ordination and crowdfunding outcomes. We show that mak-
ing an immediate donation is generally a better strategy for
potential donors, particularly if they are strongly motivated to
see a project completed. We do find however, that waiting till
the end can be a successful strategy in some circumstances.



Figure 1. An example Kickstarter project

Later, we will discuss the implications of this finding for the
design of crowdfunding sites.

CROWDFUNDING, COORDINATION AND TIMING
Recent years have seen the rise of a wide variety of crowd-
funding websites [8], including Kickstarter (which funds cre-
ative projects), IndieGoGo (which funds a wide variety of
ideas and new businesses), Spot.Us (which funds investiga-
tive journalism), and Donors Choose (which funds K–12
classroom projects). These websites have enabled people
with ideas to raise large amounts of money to support their
projects. Kickstarter has raised over $1 billion in funding for
a variety of projects from over 6 million people1. Donors
Choose has raised over $240 million for over 450,000 projects
in K-12 classrooms2.

Projects on crowdfunding websites offer two forms of value
to donors. Many projects offer a public good – a valuable
good that everyone can benefit from, even if they don’t back
the project. For example, recently Kickstarter was used to
raise money to create a new Veronica Mars movie that we all
can now watch. Additionally, many crowdfunded projects of-
fer specific value to individual donors, usually in the form of
project-related rewards, product pre-orders, or equity in what
is produced. Crowdfunding is rarely used solely as a sales
mechanism; almost all crowdfunded projects include some
public goods component. Belleflamme et al.[6] argue that in
the absence of any public good aspect, crowdfunding theo-
retically “yields exactly the same outcome as seeking money
from a bank or equity investor.”

Crowdfunding is an effective method of raising funds for
projects. Many crowdfunding websites have funding rates
higher than 40%: 43%–49% of projects on Kickstarter are
fully funded [15, 12]; 43.5% of projects on Spotus are fully
funded [11], and almost 70% of projects on Donors Choose
are fully funded [19]. Mollick [15] observes that projects
that ask for less money have higher funding rates than larger
projects.

Crowdfunding Needs Coordination
Crowdfunding enables a large number of people to collabo-
rate through the creation of and donations to projects to pro-
duce a public good. Crowdfunding works because people do-
nate to crowdfunding projects irrespective of geography [1].
1
https://www.kickstarter.com/help/stats, retrieved on

June 4, 2014
2
http://www.donorschoose.org/about/impact.html,

retrieved on June 4, 2014

However, this creates a coordination problem for the people
involved: with scarce resources, how can donors and creators
decide which projects to put their effort and money behind?

Crowdfunding requires several forms of coordination. Much
of the CSCW research on crowdfunding has looked at co-
ordination between project creators and donors or potential
donors. Gerber and Hui [7] found that establishing long-term
connections with backers and building awareness are impor-
tant motivations for project creators to use crowdfunding. In
other work [10] they show that building a community around
one’s project and engaging with that community is important
for the success of crowdfunded projects. Likewise, Xu et al.
[21] showed that effective project updates during the course
of a Kickstarter campaign keep backers engaged and posi-
tively influence the chance of success for a project. Mitra and
Gilbert [14] describe how the language used in project de-
scriptions signals the quality of projects to potential donors.

Another form of coordination on crowdfunding sites is coor-
dination and collaboration between project creators. Hui et
al. [10] found that a number of communities have formed
around crowdfunding, where creators discuss and critique
ideas. Project creators may learn not only from other cre-
ators, but also from their own repeated experiences as project
creators [9, 16].

Wash and Solomon [20] demonstrated that the discrete na-
ture of many crowdfunding projects creates complementari-
ties in donors’ preferences, which means that coordination is
required in order for all donors to get what they desire out of
crowdfunding. They showed that in some cases, such as when
a crowdfunding site uses an “all-or-nothing” mechanism and
refunds donations to incomplete projects, getting more in do-
nations may not lead to more projects being funded if the do-
nations are not well coordinated.

Crowdfunding donors face a coordination challenge in that,
while donors typically know how much they value a project,
they don’t necessarily know how others value it. This may
be inferred from the amount of backing a project has received
previously, but if people are free-riding, this inference could
be incorrect and a project may not receive some donations
simply because it does not appear to donors that others will
also contribute.

Theory of Donation Timing in Charitable Giving
Crowdfunding projects collect donations over an extended
period of time. The choices donors make about when to do-
nate may have significant effects on the outcomes of crowd-
funding projects. Agrawal et al. [2] argue that crowdfunding
prompts “rational herding” where people are more likely to
donate to projects when they have already received some do-
nations from others, and that as a project nears its deadline the
rate of donations accelerates. This finding has similarly been
shown in a micro lending sites [22], which resemble crowd-
fuding. Kuppaswamy and Bayus [13] found that projects on
Kickstarter tend to experience a “bathtub” pattern of dona-
tions over time: projects typically get many donations im-
mediately after being posted, go through a period where few
donations are made, and then as the deadline approached, re-

http://kickstarter.com
http://indiegogo.com
http://spot.us
http://donorschoose.org
http://kickstarter.com
http://donorschoose.org
http://donorschoose.org
http://kickstarter.com
https://www.kickstarter.com/help/stats
http://www.donorschoose.org/about/impact.html
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Figure 2. The timing of donations made to Kickstarter.com, as reported
by [13]

ceive a last-minute surge of donations. Figure 2 illustrates
their finding.

Public goods are often funded through philanthropy: char-
itable giving by wealthy (and sometimes not-so-wealthy)
donors. Economists have identified a number of rational
strategies for choosing when to give to a public good. First,
many people choose to free-ride. That is, they choose to not
donate to the public good, allow others to fund the good, and
then reap the benefits once it is funded. This is a very com-
mon and rational strategy. However, if everyone chooses this
strategy, then no public good would ever be funded.

A second strategy is to wait until asked to donate, and then
contributing to whichever charity asked. Dubbed “the Power
of the Ask”, this strategy is a minimal-effort strategy that al-
lows people to make charitable donations without the effort of
deciding where to donate [4]. Together, these first two strate-
gies represent a lack of coordination. Anyone using these do-
nation strategies is explicitly forgoing coordinating with other
donors about which projects or charities to fund.

Many donors often intentionally choose a wait-and-see ap-
proach to charitable donation. Because there is risk associ-
ated with donating, it is rational for a potential donor to wait
and see how many other people are donating. This allows the
potential donor to assess the likelihood that the project will be
completely funded, or to assess the quality of a project based
on the assessment of the crowd [3]. By waiting, donors may
also benefit if the project is able to be completed without their
donation at all.

Because many potential donors take a wait-and-see approach,
another strategy is to make a large donation early during a
fundraising campaign. Charities often solicit a “leadership
donation” – a large donation from a well-known donor for
25%-50% of the total funds needed. Andreoni argues that
leadership donations provide a credible signal that a charity
or project is high quality and also that the project is likely to
receive the funds it needs [5]. It also reduces the remaining
funds needed, making the fundraising goal easier to achieve.
Thus, by giving early, leadership donors can influence which
projects are funded both directly through their donation and
indirectly by inducing others to donate.

Timing Donations on Crowdfunding Websites
These donation timing strategies present an interesting coor-
dination dilemma for donors on a crowdfunding site. Typi-
cally, no single donor can fund a crowdfunding project, so it
is important that donors coordinate their donations to ensure
that the project of their choice receives the funds it needs.
However, each person might prefer a different project be
funded, and therefore must coordinate with others to decide
which projects will be funded with the scarce resources avail-
able in the crowd.

Wash [19] found evidence of a “completion bias” in crowd-
funding projects on Donors Choose: the last person to make
a donation to a completed project typically donates far more
than an average amount. This could be a selection-and-timing
effect, where people who want to make large donations inten-
tionally wait until they are certain that their donation will go
to a successful project – the wait-and-see approach identified
for charitable giving. Or it could be that donors who hear
about a project later experience very little risk, and thus are
willing to make an increased donation.

Shin and Jian [17] found evidence of leadership giving in
crowdfunding. They observed that most early donations to
projects come from friends or family of the project cre-
ator (who may be most motivated for the project to suc-
ceed). However, leadership giving is risky; if the project
never reaches its goal and receives the funds it needs, then
the money that was donated is tied up for a period of time,
unable to be used more productively.

It is difficult to determine from existing research and data on
crowdfunding which of these strategies are being used. Per-
haps those who wait till the end of a campaign are waiting
because they are trying to free-ride off the donations of oth-
ers. Or they may be herding and only see value in a project
because enough other people have expressed value through
their donations. We do not know with enough precision the
motivation or value that a donor has for making the donation.
We also can’t know whether people who donate early are the
ones who really like the project most and want to encourage
others, or if they are simply expressing support for the creator
because of the personal connection and not as much for the
project itself. Similarly, those who wait may be the ones who
like the project most, and the completion bias found by Wash
[19] offers some evidence for this. Without having more spe-
cific information about individual donors’ motivations and
valuations of projects, our understanding of the timing dy-
namics is incomplete. In this paper, we report on a lab-based
study where we control people’s preferences and thus are able
to better understand the strategies being used.

METHODS
In order to understand timing choices in crowdfunding, we
created an experiment that provided people an opportunity
to make decisions about when to donate to crowdfunding
projects. This experimental approach allows us to com-
pletely control the environment: we controlled exactly which
projects could receive donations, each person’s budget for do-
nating to crowdfunding projects, and the number of other po-
tential donors.

http://donorschoose.org


Also, critically, we were able to assign preferences to sub-
jects. For each available project, every subject was assigned
a payoff – a number of credits that they would receive if that
project is fully funded (regardless of whether that subject do-
nated to the project). At the end of the experiment, subjects
exchanged the credits that they earned for real money (100
credits = $1 USD). Vernon Smith showed that by assigning
preferences and paying based on credits earned, this struc-
ture effectively induces the subjects to value the projects as
they are assigned to [18]. Once subjects value the projects,
they are likely to make decisions about these projects in sim-
ilar ways as they do about real-world projects that they value.
This Induced Value Theory [18] has been the basis of much
of experimental economics in the last 30 years.

Assigning preferences to subjects also allows us to control the
difficulty of the coordination problem. If we assign high pref-
erences to many people for a given project, then that project
is easy to fund. Likewise, if few people value a project, then
that project will be more difficult to fund. Thus, we can ef-
fectively create a variety of different types of projects simply
by varying the distribution of preferences for a given project
across subjects.

Simulated Crowdfunding Website
Our experiment followed a similar setup to the crowdfunding
game used by Wash and Solomon [20]. A group of six sub-
jects formed a crowd of visitors to a simulated crowdfund-
ing site. In this setup, subjects were allotted credits that they
could donate to the three projects on our simulated crowd-
funding site. Projects were available for donations for 60 sec-
onds, and subjects could make donations at any point during
the period. The three projects had no descriptions and were
labeled only as ”Red”, ”Yellow”, or ”Blue” projects. Each
project had a goal of 100 credits. Figure 3 shows the site as
subjects saw it.

Subjects were instructed that if the project was funded by the
end of 60 seconds, they would receive their pre-specified pay-
out as a bonus payment in credits. Each subject was given a
budget of 30 credits per project that could be donated, and
this budget could not be transferred to other projects. This
feature of the design ensures that projects on the site are not
actually in direct competition with each other for donations.
Donating to the Red project, for example, does not in any
way diminish one’s ability to donate to the Blue project. Al-
though they appear on the site simultaneously, there was no
economic incentive to withhold donations or make a strate-
gic choice about timing donations from one project because
of the status of any other project. This reflects the common
view that people make independent donation decisions about
crowdfunding projects, rather than comparing projects and
deciding which to donate to. This also allows us to treat the
projects as independent in our analysis.

Subjects were free to donate any amount within their budget
at any time during the 60 seconds. Subjects were also free
to donate as many times to a project as they wished. For
this reason, the number of donations that could be made to
a project was limited only by the time available. The total
amount in credits of donations was only limited by the budget.

Project: Difficult Easy Medium
Condition: 1 2 1 2 1 2

Subj. 1 0 15 30 30 45 25
Subj. 2 0 15 30 30 45 25
Subj. 3 0 15 30 30 45 25
Subj. 4 15 15 30 30 15 25
Subj. 5 15 15 30 30 15 25
Subj. 6 15 15 30 30 15 25

Total 45 90 180 180 180 150
Table 1. Payoff a subject receives, in credits, when a given project is
funded. In condition 1, the medium project has the same total payout
as the easy project but unevenly distributed payouts. In condition 2,
the medium project has a lower total payout but everyone has identical
payouts.

A strategy that we expected to see was for subjects to wait
until the last possible moment to submit a final donation. Be-
cause we wanted to be sure that we captured all such attempts
to make a “last-second donation” and not have the results de-
pend on subjects’ ability to time their clicks of the mouse
button precisely, we configured the interface to treat the final
ten seconds of the round as being effectively the final sec-
ond. For this reason, in the final ten seconds of each round,
project totals stopped being updated on subjects’ screens and
subjects could only submit one tim in this period. Subjects
were instructed to treat this period as the “final second.”

Groups played three practice rounds followed by fifteen live
rounds where earnings were recorded. After each round,
groups were re-formed to avoid problems that can arise from
repeated games [3].

We recruited 120 undergraduate students (54% female, aver-
age age of 20 years) by email from our university to play this
crowdfunding simulation. Only 33% of subjects indicated
that they had ever visited a crowdfunding website previously.
Subject earned an average of about $20 for participating in
this hour-long study.

Creating Projects and Preferences
Projects varied only in the preferences assigned to the poten-
tial donors, as induced by the payouts offered for completion.
Table 1 lists the payout structure of the experiment. This pay-
out structure created three classes of projects that relate to
how much total interest there was in a project (i.e. the sum
of all donors’ payouts) and the distribution of those payouts
(i.e. evenly spread out so all donors receive the same payout,
or uneven payouts where some donors receive larger payouts
than others).

We have labeled these projects in this description according
to their relative difficulty in funding, as determined by the
results of the study. Easy projects were funded most fre-
quently, medium projects were funded somewhat rarely, and
difficult projects were almost never funded (because funding
this project required irrational donating). We anticipated how
difficult each type of project would be to fund through pilot
testing, and structured the experiment into two conditions that
represent two different versions of a crowdfunding site. Each



Figure 3. Crowfunding interface used in the experiment

site had three projects, one that was easy, one medium, and
one difficult. The primary difference between the two sites
was the nature of the medium project. In condition 1, the
medium project had a high degree of overall interest, based
on the sum of all payouts, but the payouts were unevenly dis-
tributed so that some people valued it more than they had
budget to donate, and others had only a small preference.
This created difficulty because if any one person with a high
value decided to free-ride or take a wait and see approach, it
became difficult for the rest of the group to rationally fund
the project. Likewise in condition 2, the medium project had
evenly spread out preferences but they were smaller overall.
This similarly reduces the margin of error that users have for
coordinating their donations successfully and still earning a
payout from the project.

Subjects knew their own payouts for each project, but were
not explicitly given any information of others’ payouts. Any
information they gained about other donors had to be inferred
by observing donations to projects over the course of the 60
seconds.

RESULTS

Descriptive analysis

How much did people donate?
Of the 30 credit allotment given for each project, subjects do-
nated an average of 10.39 (SD = 10.23) credits to each project
on the site. Figure 4 shows the distribution of donations made
to a project broken down according to the subject’s payout if
the project was completed. Subjects on average made 1.3 do-
nations to a given project over the 60 seconds in the round.
Figure 5 describes this distribution. Repeated donations from
the same donor occurred in less than half of all observations.
It was more common to either free-ride or to only make a
single donation.
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Figure 5. How many times each person donated
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Figure 6. Average number of donations to a project over time
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Figure 7. Average donation amount at each time period. These averages
exclude non-donations in the period

Together, these results illustrate that free-riding – donating
zero or a very small amount and letting others contribute
most of the needed funds – was a popular strategy among
donors. Free-riding was particularly common when subjects
had a payoff of 15 credits, which was a low payout amount.

When did people donate?
Figure 6 describes how many donations were made to projects
over the course of the 60 second campaign. Donations
quickly hit a peak between about 10 and 15 seconds into the
60-second fundraising campaign and then slowly decreased
in frequency until another peak right before the end. This
pattern is highly similar to what has been observed by other
research on live crowdfunding sites (compare Figure 6 to the
Kickstarter data shown in Figure 2 above).

When subjects did make donations, there was a general ten-
dency to make larger donations towards the beginning of the
round, and smaller donations later on. Figure 7 shows the av-
erage size of donations made at each 5-second block within
the round (not including donations of 0). This is in contrast
to the finding of Wash [19], who found that the last donation
of a project was usually much larger than other donations.

How successful were the crowds at funding projects?

Project: Difficult Easy Medium

C
on

d.
1 Success Rate 0% 54% 35%

Credits Received 13.7 96.0 85.9
# of Donations 1.3 11.8 9.5
Payouts Uneven Even Uneven

C
on

d.
2 Success Rate 1% 52% 18%

Credits Received 19.2 94.0 65.3
# of Donations 1.8 11.5 7.2
Payouts Even Even Even

Table 2. Donation statistics for each project type, averaged across all
projects of that type

The projects varied widely in their likelihood of being funded.
The easy project was, unsurprisingly, the most frequently
funded project, and the difficult project was only funded once.
The medium projects, however, showed an interesting pat-
tern. The medium project with a high total payout but prefer-
ences unevenly spread through the crowd was funded 35% of
the time. The other medium project, with a lower total payout
but an even distribution of preferences, was funded 18% of
the time. This difference is statistically significant according
to a Chi-square test (p < .001). This suggests that it is better
to have more total interest in the community than to have ev-
eryone like it somewhat. Table 2 describes the outcomes for
all types of projects.

Identifying Strategies
One of our goals was to identify different strategies that sub-
jects use when making donations. To do this, we used k-mean
clustering analysis. The unit of analysis is the amount of do-
nation from an individual at a time period. We cut the entire
60 second session into 3 periods: The first 15 seconds, 16 to
50 second and 51 to 60 seconds. This was based on our initial
analysis (Figure 6) where we noted that these three periods
had different donation patterns overall. In this analysis, we
only examine first-time donations to a project. The first-time
donation is the best representation of a donor’s strategy, and
first time donations are more fairly comparable to each other
than subsequent donations. This is because donor’s have the
choice to make a first-time donation at any point in the round,
and they always have an equal amount of budget when mak-
ing the donation. Subsequent donations are biased towards
the end of the round, which makes it difficult to assess the
degree to which they act as leadership donations. Addition-
ally, the vast majority of users make only 0 or 1 donation to a
project (see Figure 5).

The goal of the cluster analysis was to find donations that
were similar in terms of the timing and amount of the do-
nation, the donor’s payout, and the amount the project had
already received. This is done by finding groups that maxi-
mize the distance between clusters and minimize the distance
within. Through exploration, we found that seeking four clus-
ters provided only marginal improvement in overall fit com-
pared to three, so we settled on three clusters.

Figure 8 illustrates the clusters, broken down by the timing
and amount of donation made by the observations. Each
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Figure 8. Strategy clusters

of the three clusters represents a separate strategy taken by
donors. One strategy involved making a donation of any size
in the initial 15 second period of the round (cluster 1). An-
other strategy was to make a larger donation (approximately
10 credits or greater) in either the middle period or the “Last
chance” period (cluster 2). The third strategy was to make
only a small donation in the middle or final stages of the round
(cluster 3).

These clusters only include instances where a subject made
any donation in the round. There is a fourth strategy which
can clearly be seen in Figure 4 which was to completely free-
ride and never make a donation.

We speculated that the size of one’s payout would be related
to which strategy a donor chose to take. However, remov-
ing payouts as one of the factors led to almost no changes in
the clusters. We also noted in a visual analysis of donations
that the proportion of donations made by each payout level
remained constant over the course of the round on average.
This means that the size of one’s payout did not influence
donors’ strategies.

These clusters roughly correspond to the strategies identified
in the literature review above. Donations in cluster 1 are lead-
ership donations – early donations that signal to others which
projects are likely to succeed. Cluster 4 (non-donations) are
free-riding. Clusters 2 and 3 appear to be variations on the
wait-and-see strategy, though it isn’t clear how that strategy
is playing out.

Having an Impact
To examine which strategy worked best for donors, we plotted
the growth patterns for the three types of fundable projects in
Figure 10. Projects that were ultimately funded differ from
the unsuccessful projects. A separation in growth appears
within the first 15 to 20 seconds for each type of project. For
the High Interest projects – the easy project and the medium
project with a large payout and uneven spread – this sep-
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Figure 9. Distribution of the number of credits earned from a project

aration does not grow much, if at all, over the rest of the
round. For these types of projects, the difference between
being funded or not is a direct effect of the donations made
early on. In the middle period of the round, the growth rates
are equivalent. But the extra donations made early make it
more likely that when the final second comes, that someone
will donate to complete the project.

For the Medium difficulty project with lower, evenly spread
payouts, the early donations are even more important. Un-
like the High Interest projects, donations slow down con-
siderably for this kind of project when it does not receive
many early donations. When this project was funded, it re-
ceived a slightly higher rate of initial donations which then
was sustained somewhat constantly over the round until it was
funded. When these early donations did not happen, donors
ignored this project and it received few further donations.

This suggests that as a strategy for personal gain in our crowd-
funding simulation, it is generally better for a donor to make
an early donation than to wait. To examine this idea in more
detail, we ran a set of regression models that estimate the
profitability of different donation strategies.

When a project is not funded, the all-or-nothing structure of
the site meant that the subject would still earn 30 credits.
Since less than 40% of projects were funded, the distribution
of earnings was somewhat unusual and heavily inflated with
earnings of 30 (see Figure 9). Therefore, we built two models
to analyze whether donating early led to better outcomes for
donors. The first model estimates the probability that a sub-
ject earned any “profit” at all (payout greater than 30) using
logistic regression.

When removing projects that were not funded, the remaining
distribution is approximately a poisson distribution. There-
fore in our second model we estimated the number of credits
earned from a funded project based on the timing of the first
donation grouped into 15 second intervals. For this model we
used a poisson regression – a generalized linear model where
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the errors are distributed according to a poisson distribution
and the natural logarithm as a link function. These models
are represented in Table 3. Both models include the subject’s
payout for the given project and a random effect of the sub-
ject (due to the repeated nature of the game). The Intercept
in these models represents those who donated in the first 15
seconds. The estimates represent the changes in log odds of
earning a profit (Model 1) and the natural logarithm of credits
earned above 30 (Model 2) that can be expected from a one
unit change in the independent variable.

Model 1 suggests that it is a poor strategy to wait longer
than the initial 15 second period to make a donation, though
waiting until the last moment is almost as good. Subjects
who donated between 15 and 45 seconds were less likely to
earn additional credits from the project. Additionally, sub-
jects who never made a donation were very unlikely to earn
additional credits. This model describes the probability of
earning a profit, but in our study, this is nearly completely
synonymous with the probability of a project being funded
(since subjects almost always donated less than their payout).
Therefore, model 1 can also be interpreted as the effect of
the timing of one’s donation on the probability of that project
being funded.

However, model 2 suggests that if a project was funded, the
subjects who waited till the end or did not donate did in fact
earn more credits. To get a better overall picture for the value
of being an early contributor, we conducted a Wilcoxon Rank
Sum test on the total credits earned from a project that com-
pared those who donated early (within the first 15 seconds)
and those who did not. The test indicated that those who do-
nate early did earn more credits (p < .001), although the
difference in means between the two groups was less than 1
credit.

Dependent variable:
Profited? Earnings

(1) (2)

Intercept �0.102 1.462⇤⇤⇤

(0.073) (0.047)
15-30 Seconds �0.239⇤⇤⇤ 0.033⇤

(0.083) (0.019)
30-45 �0.282⇤⇤ 0.186⇤⇤⇤

(0.113) (0.025)
After 45 �0.091 0.295⇤⇤⇤

(0.130) (0.027)
Never �1.626⇤⇤⇤ 0.569⇤⇤⇤

(0.134) (0.030)
Amount Donated �0.019⇤⇤⇤ �0.022⇤⇤⇤

(0.005) (0.001)
Payout 0.041⇤⇤⇤

(0.001)

Note: ⇤p<0.1; ⇤⇤p<0.05; ⇤⇤⇤p<0.01

Table 3. Effect of donation timing on earnings from projects

It is worthwhile to note that free-riding was a very poor strat-
egy in this study. Free-riding on average led to much lower
earnings than when even small donations were made. This
likely speaks to the value of a donation both as an act of fund-
ing a creator’s idea but also as a coordination signal sent to
other potential donors.

DISCUSSION
Donors in the experiment, like real users of crowdfunding
sites, face a difficult decision around when to make a dona-



tion. Donating early sends a behavioral signal to others that
encourages them to donate as well, and improve the chances
of the project being successful. However, the project may
be successful without one’s donation, and by waiting, donors
may be able to reap the benefits of a completed project with-
out donating or may only need to make a smaller donation
towards the end. This is a potential cost of sending coordina-
tion signals to other users.

In our study however, donating early was overall a better
strategy for donors. This was particularly true for donors with
the most to gain from a project being funded; donating early
leads to a higher likelihood of profit. Though, once you know
the project will be funded, it is better to donate late because
that allows you to partially free-ride using a smaller donation.
Conversely, those with only small payouts, equating to those
with relatively low preference, may do better by waiting till
the end and making a small donation if the project is close to
being funded.

This result has some important implications for crowdfunding
sites. First of all, it suggests that the rigid all-or-nothing dead-
line structure of many crowdfunding sites may create some
inefficiencies with the way people coordinate to fund projects.
Deadlines may create an incentive for people to wait, and
if too many people wait then projects that otherwise have
enough interest to be completed may not be funded. In our
simulation, the collective payouts of most projects was over
100, meaning that it was profitable for the crowd of donors
as a whole to fund the project. Since this happened less than
40% of the time for these projects, we argue that there was
inefficient coordination among the donors on a site.

A noteworthy result is that the medium project with uneven
preferences was funded less frequently than the easy project.
Although this was expected, it is noteworthy because the sum
total of all payouts to donors was actually the same for both
projects. The only difference between them was the differ-
ence in how those payouts were distributed. In some sub-
sequent exploration of this result, we noted that the medium
project almost always failed if one of the three donors with
high preference (45 credit payout) decided to wait or to free-
ride altogether. When projects have an uneven distribution of
preference across the population of potential donors, it is crit-
ical that those with with high preference donate early because
if they do not, there is not likely to be anyone else who will.
When preferences are evenly distributed, there is a greater
chance of early donation because if one person free-rides or
waits, there is a larger pool of potential replacements for that
donation.

Deadlines do have an important role in crowdfunding. Dead-
lines are necessary for the all-or-nothing style or crowdfund-
ing to be functional. All-or-nothing crowdfunding minimizes
the risk for a donor associated with donating [20]. Therefore,
it seems logical that this approach would encourage more
early donations. Our data do show many early donations, as
do real crowdfunding data collected from Kickstarter [13].
But in our study, one or two “missing” donations in the early
period was frequently the only difference between funded and
un-funded projects. Therefore, it is critical for projects to ab-

solutely maximize their early donations. Even though all-or-
nothing may minimize the incentive to wait, it does not elimi-
nate it. People can still estimate for themselves that they may
be able to free-ride and still reap the benefits of the project, or
at least minimize the size of contribution they need to make.
It is also very important to consider that waiting to donate to-
wards the end was a good strategy if the project was funded.
That is to say, if a project only needed a small donation at the
deadline, the person who waits till the end then makes that
small donation ends up with a large profit.

Design Implications
What can crowdfunding sites do get people to donate at the
start of a project’s campaign? One existing structure likely
has a positive influence. Many projects offer potential donors
some form of personalized reward or perk in exchange for
a donation. Often, projects set limits on how many of these
rewards are given out to donors, which gives an incentive to
donate immediately. It is a limitation of our study design that
we have treated crowdfunding projects as pure public goods,
when in fact the rewards offered by projects add some addi-
tional complexity.

One potential design for crowdfunding sites that could main-
tain the all-or-nothing structure, but possibly lead to more
early donations, would be to set a mandated pace for dona-
tions. Projects might have multiple check-in points during
the time period of the campaign, and failure to maintain a
pre-specified funding pace at any of these points would result
in the project being closed and donations being immediately
refunded. This design may relieve the coordination dilemma
that can occur because it encourages people to send signals of
interest in a project (by way of donating) immediately, which
then gives other potential donors a more accurate estimate of
the true interest the crowd has in a project.

Another design might keep the current status or the total fund-
ing goal hidden from donors when the project gets close to
reaching its goal. In this design, when a project meets its
goal, it remains open for some period of time and can collect
additional donations, since the status is not communicated.
As a project grows beyond its goal, donations would not go
to the project but rather to early donors. In our experiment,
project status was not updated to donors in the final period
and as a result, most projects that were funded received some
excess donations. Returning these donations to early donors
would offer a new incentive to donate early and express one’s
preference for a project rather than waiting or free-riding.

Limitations
This study has several limitations that should be considered.
In our experiment, we created a simplified replication of a
crowdfunding site that is has some clear differences from
most real crowdfunding sites, such as the extremely limited
amount of time of a campaign and the limited amount of in-
formation available about projects. In particular, our exper-
iment was designed such that the only information donors
had with which to coordinate was a project’s funding total
at a given moment in the campaign, whereas much richer in-
formation is available to donors making real crowdfunding
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decisions. Future work should examine how other type of in-
formation or communication afforded by crowdfunding plat-
forms might influence timing decisions, or how our results
may be moderated in more authentic crowdfunding scenario.

Our study also simulates the decisions of a large number of
distinct people by having a smaller number of people make
multiple decisions, such as how many times to donate and
how many projects to donate to. This is demanded by the
complexity of recruiting and coordinating participation in an
experiment. Although the study successfully replicated the
results of real crowdfunding sites by condensing the “crowd”
in this way, it should be noted as a limitation because our
simulation may have achieved similar results but for different
reasons.

CONCLUSION
Overall, we can conclude that all-or-nothing crowdfunding
with a deadline creates an inefficiency because it encourages
people to withhold their donation. By withholding donations,
people not only withhold funds from a project but also a sig-
nal to others about the crowd’s interest in a project. Without
these signals, donors do not efficiently coordinate and fund
projects even when there is sufficient interest. Crowdfund-
ing sites should explore ways to increase early donations so
that crowd interest in projects is effectively communicated
and donations are coordinated.
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